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Abstract

The forthcoming depletion of IPv4 addresses is now closer than ever. For instance, ARIN states that they are currently in phase three of a 4-phased "IPv4 Countdown Plan," being already down to about 0.9/8s in aggregate. On the other hand, RIPE NCC has reached its last /8 IPv4 address space quite some time ago. Moreover, the nodes of the networks (end-hosts, networking devices, security devices, etc.) are already pre-configured with IPv6 connectivity, at least to some extent. All the latest popular Operating Systems, from Windows to Linux or FreeBSD, send IPv6 messages out-of-the-box while the hosts are reachable by using at least IPv6 link-local addresses. So, IPv6 is finally here and it is definitely going to stay.

However, what IPv6 does not forgive is the lack of security awareness. IPv6 is not IPv4 with just extended address space. Several times in the past has been shown that this "new" layer-3 protocol, apart from the huge address space and other new functionalities, it also brings with it several security issues. In this talk, we are going to present our latest research findings regarding the evasion of high-end commercial and open-source IDPS, all with latest patches, extending our previously presented work even further. These techniques allow the attackers to launch any kind of attack against their targets, from port scanning to SQLi, while remaining undetected. During the talk, not only these issues will be demonstrated with live demos, but, moreover, the used techniques that allow attackers to exploit even a really minor detail in the design of the IPv6 protocol will be described in detail and simple ways to reproduce them will be given using a new open-source IPv6 penetration testing tool, \textit{Chiron}. Finally, specific mitigation techniques will be proposed, both short-term and long-term ones, in order to protect your network from them.
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1 Introduction

IPv6 deployment is rising every single day; Specifically, according to the statistics and the trends of the Internet Society, “2013 marked the third straight year IPv6 use on the global Internet has doubled. If current trends continue, more than half of Internet users around the world will be IPv6-connected in less than 6 years.” (Internet Society, 2014). So, “this time it is for real”.

At the time of writing approx. 7% of the Internet users in the United States have IPv6 at their disposal (http://6lab.cisco.com/stats/cible.php?country=US), compared with ~ 2.4% 12 months ago, which indicates a consistent growth by a factor of three within one year. At the same time the American Registry for Internet Numbers (ARIN) states that they are currently in phase four of a 4-phased “IPv4 Countdown Plan” (https://www.arin.net/resources/request/ipv4_countdown.html). In 14th of May, it was already down to 0.87 /8s in aggregate and in 22\textsuperscript{nd} of September down to 0.69 /8s. It can reasonably be expected that in about a year time ARIN won’t be able to serve customer/member requests for IPv4 address space any longer. The ARIN’s European counterpart, the Réseaux IP Européens Network Coordination Centre (RIPE NCC) has reached its last /8 IPv4 address space quite some time ago (September 2012, http://www.ripe.net/internet-coordination/ipv4-exhaustion). Taking into account that the default behaviour of most operating systems is to prefer IPv6 over IPv4 for connection establishment once both are available, this means that a significant amount (10–20% according to most estimations) of connections to an organization’s public services will be performed over IPv6 by the end of 2014. This in turn means that the security controls applied to/used for IPv4 network traffic should be able to provide a similar protection level to IPv6 network traffic, which – given the vast complexity of IPv6 (Rey, 2014) – might not be an easy task, to say the least.

However, even if you still do not use it or you plan to continue ignoring it, this does not mean that your “nodes” (hosts, networking devices, security devices) are not already pre-configured with IPv6 connectivity, at least to some extent. As an example, the following figure displays a part of the IPv6 messages that a Windows 7 Service Pack 1 host sends out-of-the box while booting:
So, even if you do not think you are using it, it is probably in your environment already. Nevertheless, it seems that sooner or later we will have to adopt IPv6 inevitably. And what IPv6 does not forgive for sure is the lack of security awareness.

In this paper, it will be shown that significant security issues still remain unsolved. Specifically, several novel techniques will be presented that can exploit a really minor detail in the design of the IPv6 protocol or its implementation from the vendors. Such flaws allow attackers to launch any kind of attacks without being detected by making completely “blind” security devices like well-known high-end commercial and open-source Intrusion Detection-Prevention Systems (IDPS).

2 Problem Setting: Yet Another Mess with the IPv6 Extension Headers

It is well known that IPv6 brings several changes with it. One of them is that the IPv6 main header has been simplified (by either dropping or moving some header fields or by making its size constant, etc.) in order to reduce the common-case processing cost of packet handling and to limit the bandwidth cost of the IPv6 header. However, aiming at offering improved support for Extensions and Options, it also brings changes in the way IP header options are encoded to allow “for more efficient forwarding, less stringent limits on the length of options, and greater flexibility for introducing new options in the future.” (Deering & Hinden, 1998) Specifically, as it is explained in RFC 2460, “in IPv6, optional internet-layer information is encoded in separate headers that may be placed between the IPv6 header and the upper-layer header in a packet. There are a small number of such extension headers, each identified by a distinct Next Header value.” According to the protocol specification, “an IPv6 packet may carry zero, one, or more extension headers, each identified by the Next Header field of the preceding header.”

According to the above explanation, a typical IPv6 datagram looks like the one displayed in Figure 1.
Several IPv6 Extension headers were introduced in (Deering & Hinden, 1998), while some more were added later. It is beyond the scope of this paper to mention or describe all of them, but the reader should have in mind that the security issues described later in this paper can actually affect most of them.

There have already been discovered several issues related with the handling of the IPv6 Extension headers (as for example, if we mix/change their order, or increase their number of occurrences arbitrarily, or both, etc); some of them were described in (Atlasis, 2012b) and in (Atlasis, 2013b) were the security impacts of abusing IPv6 Extension headers were demonstrated. In this paper, we will analyse some different issues which also have significant security implications. The most notable of them is the improper handling of Next Header values during IPv6 Fragmentation.

Moreover, we will also see that problems reported in (Atlasis, 2012b) still exist and that can be exploited in order to circumvent IDPS.

As already explained in the quote above, the type of each protocol header is identified by its preceding one by using the Next Header field. The Next Header field, as defined in (Deering & Hinden, 1998), is an 8-bit selector that identifies the type of header immediately following the IPv6 header, or the IPv6 Extension header that carries it. It uses the same values as the IPv4 Protocol field.

An an example, for the cases of figure 2, the Next Header values are defined as following:

![Figure 1: Structure of an IPv6 datagram](image-url)
Figure 2.a: Layer-4 header (TCP) immediately follows the IPv6 main header.

<table>
<thead>
<tr>
<th>IPv6 header</th>
<th>IPv6 Routing Extension header</th>
<th>IPv6 Destination Options header</th>
<th>TCP header + payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Header Value = 6 (TCP)</td>
<td>Next Header Value = 43</td>
<td>Next Header Value = 60</td>
<td>Next Header Value = 6</td>
</tr>
</tbody>
</table>

Figure 2.b: IPv6 main header is followed by an IPv6 Routing Extension Header and this one by the layer-4 header (TCP).

Figure 2: Typical examples of IPv6 datagrams

In the example of figure 2.a where the layer-4 header (TCP) immediately follows the IPv6 main header, the Next Header value of IPv6 main header is set to 6, which is the protocol number of TCP.

In the example of figure 2.b, the IPv6 main header is followed by an IPv6 Routing Extension Header, this one by an IPv6 Destination Options header, and finally, by the layer-4 header (TCP). Thus, the next header value of IPv6 main header is set to 43, which is the protocol number of IPv6 Routing Extension headers; the Next Header value of the Routing header is set to 60, the protocol number of the Destination Options header, and this one's Next Header value is set to 6, the protocol number of TCP.

So far, so good. Everything seems simple and straightforward. If, for any reason, the Next Header value is not correct one (i.e. it does not identify correctly the header that follows), the recipient will simply be unable to recognise this next header and hence, it will discard the packet.

Now, things start to be complicated when fragmentation at the IP layer takes places. Generally speaking, fragmentation is an issue both in IPv4, as it was shown in (Ptacek & Newsham, 1998), as well as in IPv6 (Atlasis, 2012a), (Atlasis, 2013a). These cases were mainly related with layer-4 fragmentation overlapping though. However, as we shall see, this is not the only problem regarding fragmentation. In this paper, we shall examine how the combination of the incorrect usage of the Next Header values and legitimate fragmentation may be used to evade security devices like high-end Intrusion Detection-Prevention Systems (IDPS).

In case of IPv6, fragmentation takes place as following (Deering & Hinden, 1998):

Let’s assume that the initial IPv6 datagram that needs to be fragmented contains the IPv6 main header (obviously), a few IPv6 Extension headers and the layer-4 header (e.g. TCP) plus its payload. Some of the IPv6 Extension headers (like the Hop-by-Hop and the Routing IPv6 Extension headers) may need to be processed by intermediate nodes, while some other (e.g. Destination Options IPv6 Extension header) may not. A part of this initial IPv6 datagram will remain unfragmented, and the rest of it will be fragmented as following:

- The Unfragmentable Part will consist of the IPv6 main header plus any IPv6 Extension headers that must be processed by intermediate nodes en route to the destination (Hop-by-Hop and the Routing IPv6 Extension headers in our example).
The Fragmentable Part will consist of the rest of the packet, that is, any IPv6 Extension headers that need be processed only by the final destination node(s), plus the upper-layer header and data (aka, Destination Options IPv6 Extension header, TCP header and its payload in our example).

Each fragment, as described in (Deering & Hinden, 1998), will be composed of:

1. “The Unfragmentable Part of the original packet, with the Payload Length of the original IPv6 header changed to contain the length of this fragment packet only (excluding the length of the IPv6 header itself), and the Next Header field of the last header of the Unfragmentable Part changed to 44.

2. A Fragment header containing:
   - The Next Header value that identifies the first header of the Fragmentable Part of the original packet.
   - ... <snipped for brevity>...
   - The fragment itself.”

Based on the above, an example of fragmentation in IPv6 looks like in figure 3.

![Unfragmented packet diagram](image)

Figure 3: An example of an IPv6 Fragmentation

As far as the reassembly of IPv6 fragmented datagrams is concerned, the following rules apply (Deering & Hinden, 1998):
"The Unfragmentable Part of the reassembled packet consists of all headers up to, but not including, the Fragment header of the first fragment packet (that is, the packet whose Fragment Offset is zero), with the following change(s):

- The Next Header field of the last header of the Unfragmentable Part is obtained from the Next Header field of the first fragment's Fragment header. ..."

And, to clarify things, according to this same RFC 2460:

"The following conditions are not expected to occur, but are not considered errors if they do:

- ... <snipped for brevity>...

- The Next Header values in the Fragment headers of different fragments of the same original packet may differ. Only the value from the Offset zero fragment packet is used for reassembly."

Yet another potential ambiguity introduced by our beloved IPv6 RFCs. But, protocol ambiguities, always ring the same bell: "IDPS Evasions". Let's see if we can exploit it. But before we continue, for reasons of completeness of his paper, let's fresh our memory regarding IDPS Insertion and Evasion attacks. For the rest of the paper, for reasons of simplicity, when we refer to Intrusion Detection Systems (IDS) or Intrusion Prevention Systems (IPS) we will actually refer to both using the term IDPS (unless otherwise specified).

3 IDPS Insertion/Evasion Attacks

As defined in (Ptacek & Newsham, 1998), insertion attacks take place when an IDPS accepts a packet that the end-system rejects (figure 4). An IDPS that does this makes the mistake believes that the end-system has accepted and processed the packet when it actually hasn't. An attacker, by manipulating the sending packets properly, can use this type of attacks to defeat signature analysis and to pass undetected through an IDPS.

![Figure 4: Example of an IDPS insertion attack.](image)

On the other hand, an IDPS evasion takes place when an end-system accepts a packet that an IDPS rejects (figure 5). As it is also explained in (Ptacek & Newsham, 1998), an IDPS that mistakenly rejects such a packet misses its content entirely, resulting in slipping through the IDPS. Evasion
attacks disrupt stream reassembly by causing the IDPS to miss part of it. Such attacks are exploited even more easily than insertion attacks.

Hence, different interpretation of some ambiguities like the ones introduced by protocol design or manipulations, if exploited properly, it can result in IDPS Insertion/evasion attacks.

4 Analysis of the Problem

As RFC 4942 describes in (Davies, Krishnan & Savola, 2007), “The IPv6 Specification contains a number of areas where choices are available to packet originators that will result in packets that conform to the specification but are unlikely to be the result of a rational packet generation policy for legitimate traffic”. Let's try to exploit one of them!

Using as an example the IPv6 datagram of figure 2.b, when this datagram has to be fragmented, the IPv6 Routing Extension header will be included in the unfragmentable part (since it needs to be processed by intermediate nodes), while the IPv6 Destination Options Extension header and layer 4, of course, will be included in the fragmentable part. Hence, the IPv6 datagram of figure 2.b will be fragmented as following (please, note the Next Header values in each header):

**Figure 5: Example of an IDPS Evasion attack.**

The target accepts character "O", which IDS rejects; this breaks the IDS signature.
We should note two things here:

First, it is not necessarily defined where the fragmentable part should split. For instance, in the aforementioned example, this can be at the end of the IPv6 Destination Options header, somewhere in the middle of it, somewhere in the middle of the TCP header, at the end of the TCP header, or somewhere in the middle of the layer-4 payload. The actual point where this split will take place is actually a combination of the MTU size and the size of the fragmentable part. However, the size of each fragment (excluding the last one) has to be a multiple of 8-octets.

The second thing that we should note in our example is that the Next Header value of the Fragment Extension header should be set to 60 (the protocol value of the first IPv6 Extension header of the fragmentable part of the original packet, as explained above).

What about if we have the following case?

**Figure 6:** Fragmentation of the IPv6 Datagram of figure 2.b

Frame 1:

<table>
<thead>
<tr>
<th>IPv6 header</th>
<th>IPv6 Routing Extension header</th>
<th>IPv6 Fragment Extension header</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Header</td>
<td>Next Header</td>
<td>Next Header</td>
</tr>
<tr>
<td>Value = 43</td>
<td>Value = 44</td>
<td>Value = 60</td>
</tr>
</tbody>
</table>

Frame 2:

<table>
<thead>
<tr>
<th>IPv6 header</th>
<th>IPv6 Routing Extension header</th>
<th>IPv6 Fragment Extension header</th>
</tr>
</thead>
<tbody>
<tr>
<td>Next Header</td>
<td>Next Header</td>
<td>Next Header</td>
</tr>
<tr>
<td>Value = 43</td>
<td>Value = 44</td>
<td>Value = 60</td>
</tr>
</tbody>
</table>

**Figure 7:** A slightly different but still legitimate fragmentation of the IPv6 Datagram of figure 2.b
In the case of figure 7, the key difference here is that the Next Header value of the IPv6 Fragment Extension header is set to 6, and not to 60, as it was before. We make think that this make sense, at least in case the TCP header is the one that immediately follows it. However, as it was mentioned in Section 2, although this is not considered an error, still, even in this case, the Next Header value should be set to 60. But even if it is set e.g. to 6 (pointing for example to the TCP header), during the fragments reassembly only the Next Header value of the IPv6 Fragment Extension header whose offset is equal to 0 (aka the first fragment) should be used.

In the following tests, we created the officially “legitimate” but not actually expected aforementioned scenario of figure 7 in order to examine how various IPv6 nodes, hosts and security devices, react to it. As we have already said, they should accept it but they should use only the Next Header value of the IPv6 Fragment Extension header whose offset is equal to 0.

Of course, the pre-described method of figure 7 can be extended by using more than 2 fragments and messing with the Next Header values of some or even all the IPv6 Fragment Extension headers of the fragments.

5 Tested Devices – Results

Several security devices, commercial firewalls and high-end IDPS, were tested using the technique described in Section 4. For reasons of simplicity of the tests, at first ICMPv6 Echo Requests were uses as “attacking” payloads. That is, because by using this, one the one hand you get a clear indication when you reach a target (by getting an ICMPv6 Echo Reply message), and on the other, you do not have for example to establish a 3-way handshaking as it is the case when using TCP as a layer-4 protocol. However, when issues were identified, other attacking payloads were also used to confirm that this technique can be used for other attacking purposes too.

5.1 Hosts – Operating Systems

The Operating Systems (OS) that were tested as potential targets using the technique of figure 7 are summarised below, all of them patched with their latest fixes as of 2nd June 2014:

- Fedora 20
- Centos 6.5
- OpenBSD 5.5
- FreeBSD 10
- Windows 8.1
- Windows 7, Service Pack 1
- Windows 2012R2

From the aforementioned OS, only FreeBSD did not accept the packets of figure 7, and this is actually because it does not accept IPv6 datagrams were the layer-4 header is at fragment other than the first. All the other, happily responded to them by sending an ICMPv6 Echo Reply message back. Definitely, according to the RFCs recommendations briefly described in Section 2, this is how they
should respond, no matter if the Next Header value of the IPv6 Fragment Extension header of the second fragment should be 60 and not 6.

5.2 IDPS Devices

The authors and their group had the pleasure to test four high-end IDPS, updated at the latest software/firmware version, two open-source and two commercial ones:

- **HP Tipping Point IDPS:**
  - TOS Tipping Point, Package 3.6.1.4036 and digital vaccine 3.2.0.8530.
  - TOS version 3.6.2.4109 and Digital Vaccine 3.2.0.8530
  - TOS version 3.7.0.4228 and Digital Vaccine 3.2.0.8560

- **Sourcefire, Model 3D7020 (63) Version 5.2.0.3 (Build 48), VDB version 216.**

- **Snort 2.9.6.2 GRE (build 77), Registered User's Release Rules.**

- **Suricata 2.0.1 to 2.0.3, with Emerging Threats ETOpen Ruleset**

At these devices, before starting the attacks, several other tests were also performed to observe their general behaviour. However, let's concentrate on our attacks.

5.2.1 Evading Tipping Point IDPS by Using Two Simple Fragments

By using the technique of figure 7 we found out that we could easily evade Tipping Point IDPS (send the ICMPv6 Echo Request without triggering any alert). This technique affected the following version:

- TOS Tipping Point, Package 3.6.1.4036 and digital vaccine 3.2.0.8530.

However, since we “broke” layer 3 (IPv6 in our case), we can use this same technique for launching other attacks too.

Specifically, if there is a vulnerability of a layer-7 protocol, only this protocol is affected. For example, a discovered vulnerability in HTTP protocol will affect only applications that use this specific protocol. On the contrary, if a vulnerability in a layer-3 protocol is discovered, all the upper-layer protocols and the corresponding applications may be affected, which results in much more disastrous and extensive effects.

To confirm the above statement, we launched a “trivial” XSS attacks otherwise detected by Tipping Point IDPS. The XSS string was the following:

```
"GET /index.php?asd=\"<script>alert(1)</script>"
```

Again, our packets evaded Tipping Point IDPS and reached the target. Before we continue, let's examine how these packets looks like by using Wireshark.

First, at figure 8.a, the first of the two fragments is displayed:
Here, we can see that:

- The Next Header value of the IPv6 Fragment Extension header is 60 (corresponding to an IPv6 Destination Options Extension header).
- The Destination Options Extension header follows the Fragment Extension header.
- The Next Header value of the IPv6 Destination Options header is 6 (pointing to TCP, our layer-4 header).
- Please, observe that the bytes of the IPv6 Destination Options header are as following (highlighted): 06 00 01 00 01 02 00 00

So far, so good. Nothing peculiar yet. Now, let's examine the second fragment (figure 8.b), which, as we can see, contains our XSS payload. In this case, the reassembled datagram is actually presented.
In the second fragment, the Next Header value of the IPv6 Fragment Extension header is set to 6 (and not to 60)! This makes the difference. Due to this, the TCP layer-4 header and its payload appears to be the highlighted one, in purple. Based on this, the destination port is 256.

Let's look a little bit closer: The Header length appears to be 0 (and it is noted as “bogus” by Wireshark, since it should be at least 20). What is this, now?

Let's look even closer: The first of the eight bytes of the – considered to be – TCP header are the following: 06 00 01 00 01 02 00 00

But this is the IPv6 Destination Options Extension header carried by the first fragment. Correct. Obviously, due to the fact that the Next Header value of the IPv6 Fragment Extension header of the second fragment was set to 6, Wireshark, when reassembling the IPv6 datagram, misinterprets the fragmentable part and considers the IPv6 Destination Options Extension header (red rectangle) as part of the TCP header (purple, highlighted text). This is why the destination port appears to be 256 (which is also wrong).

And, where is the real destination port? First, let's find the real TCP header; this immediately follows the IPv6 Destination Options Extension header and it is marked by the yellow lines. The third and the fourth bytes of it are 00 50 respectively (in hexadecimal notation), which corresponds to 80 in decimal notation, the HTTP port. Here we are.

Our Tipping Point IDPS misinterprets the fragmented packets in the same way as Wireshark does, and so, it does not even it considers as HTTP traffic. This is how we can make it completely blind and fly under its radars no matter what kind of attack we launch.

After the XSS attack, we enabled the so called “Aggressive mode” of Tipping Point IDPS. Still, the attack remained undetected.

Then, we also enabled a feature of Tipping Point IDPS that blocks every single HTTP traffic. And the traffic still bypassed the device. Now, we shouldn't be surprised since, according to the aforementioned analysis, it “believes” that the port is completely different (256) and hence, it does not recognise it as HTTP traffic. Once again, if you break layer-3, you can break everything above it! The good thing (from an attacker's perspective) though is that potential targets (OS) interprets such traffic “normally” (subsection 5.1) and interprets it in a different way than the IDPS and hence, IDPS is evaded (section 3).

Finally, this technique will still be efective even if RFC 7112 (Gont, Manral, and Bonica, 2014) is implemented. That is because it is effective even if the first fragment (offset = 0) contains the entire IPv6 header chain, including the layer-4 one and even a part of the layer-4 payload. So, we are talking about a fully legitimate packet.

5.2.2 Patching the Tipping Point IDPS and Evading it Again by Repeating a Fragment

The aforementioned vulnerability is a typical example that even the minor detail can make the difference in the security field. After finding it, we decided to disclosure it responsibly and the vendor reacted rather fast and patched it. So, yet another challenge was ahead of us: Will we be able to evade it again? Can we find yet another way to abuse IPv6 Extension header to evade the device? Well, it took as a few hours (half a day actually), but we finally made it by introducing a small
variation.

Specifically, we observed that even now the first fragment, which carried the IPv6 Extension header, the layer-4 payload and a part of the payload could pass through, and it was the second fragment, which carried just the second part of the payload was blocked. After that, we decided to simply resend the second fragment for a second time and voilà! This time came through.

The technique is displayed in figure 9.

Fragment 1:

<table>
<thead>
<tr>
<th>IPv6 main header</th>
<th>IPv6 Fragment Extension Header</th>
<th>IPv6 Destination Options Ext. Hdr</th>
<th>TCP Header</th>
<th>TCP payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>nh=44</td>
<td>nh=60</td>
<td>nh=6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fragment 2:

<table>
<thead>
<tr>
<th>IPv6 main header</th>
<th>IPv6 Fragment Extension Header</th>
<th>TCP payload</th>
</tr>
</thead>
<tbody>
<tr>
<td>nh=44</td>
<td>nh=6/60</td>
<td>Part 2/2</td>
</tr>
</tbody>
</table>

Fragment 2 (again):

<table>
<thead>
<tr>
<th>IPv6 main header</th>
<th>IPv6 Fragment Extension Header</th>
</tr>
</thead>
<tbody>
<tr>
<td>nh=44</td>
<td>nh=6</td>
</tr>
</tbody>
</table>

Figure 9: The second way used to evade the patched version of Tipping Point

That simple!

By observing the above figure, we can see that the Next Header value of the IPv6 Fragment Extension header can be either 60 (as it should be) or 6, but the one of the last fragment (the one that it is actually repeated) has to be 6 in order to evade the Tipping Point IDPS.

The packets used to evade Tipping Point IDPS against TCP port 22 (SSH) this time, are shown at the Wireshark screenshot of figure 10.

Figure 10: The packets used to evade the patched version of Tipping Point as captured by
In the above figure we can see that the second fragment (packet number 2) has an offset of 7 and a 
Next Header value of the IPv6 Extension header equal to 60, while when it is sent again (packet 
number 3), the offset is again 7 and the Next Header value of the IPv6 Extension header is equal to 
6. However, while packet number 2 is dropped, packet number 3 passes through and a SYN-ACK is 
received (packet number 4).

The aforementioned technique affects the following Tipping Point Version:

- TOS version 3.6.2.4109 and Digital Vaccine 3.2.0.8530
- TOS version 3.7.0.4228 and Digital Vaccine 3.2.0.8560

This new technique makes Tipping Point completely blind too and it allows us, once more, to 
launch any kind of attacks while remaining undetected, unless this time the Aggressive mode of the 
device is used. However, in such a case we observed that functionality is broken and even packets 
which are fragmented legitimately are dropped.

After reporting the issue, it was fixed in the following releases:

- TOS version 3.6.3.4111 and Digital Vaccine 3.2.0.8586
- TOS version 3.7.1.4231 and Digital Vaccine 3.2.0.8586

5.2.3 Testing and Evading Snort

Before Enabling pre-processor decoder.rules

We performed similar tests against Snort. The technique described in subsection 5.2.1 (two 
fragments, wrong Next Header value at the IPv6 Fragment Extension header of the second) was 
found that it is not effective against Snort. However, when we increase the number of fragments 
from two to ten and still using a wrong Next Header value at the IPv6 Fragment Extension header 
of the last fragment, Snort is also evaded. In this time, the layer-4 fragment is moved to the the 10th 
fragment but it is the Next Header value of the IPv6 Fragment Extension header of the last fragment 
that makes the difference.

As an example, we repeated this test using a TCP SYN request to port 445 (SMB). To this end, we 
added a Snort local rule that detects any attempted TCP connection to port 445 (potential smb 
traffic). This rule is shown below:

```
alert tcp any any -> any 445 (msg: "Test SMB activity"; sid:1000001;)
```

Then, we used the same technique against Windows 7 (which accept SMB connections). A 
wireshark screenshot of the fragments sent to the target are shown at figure 11:
Once more, an attack technique that exploits a minor detail in the design of the IPv6 protocol is effective against a very popular IDPS device.

The aforementioned attack can actually be simplified by using just one fragment but several occurrences of IPv6 Extension headers. For instance, Topera ([http://toperaproject.github.io/topera/](http://toperaproject.github.io/topera/)) uses several instances of IPv6 Fragment Extension headers in an unfragmented datagram to evade Snort. However, if we have a closer look, e.g. by showing the alerts to the console, when using this attack the following output is produced:

![Error messages when multiple IPv6 Fragment Extension headers are used (Topera attack).](image)

**Figure 11:** The packets used to evade Snort as captured by Wireshark running at the sender.

This is also the case if, instead of the IPv6 Fragment Extension headers, IPv6 Routing Extension...
headers are used.

The aforementioned attack can be enhanced if, instead of using IPv6 Fragment Extension headers, IPv6 Destination Option headers are used. Specifically, in this case, when 9 or more IPv6 Destination Options headers are sent in a single, unfragmented datagram, not only the latest version of Snort is evaded, but, moreover, no error messages are triggered.

Instead of using 9 Destination Options headers, you can use instead 8 Dest Opt and 1 Frag Ext Hdr, or, 1 Hop-by-Hop, 1 Routing Header, 1 Dest Opt Header, 1 Fragment Header, 5 Dest Opt headers, etc.

It should be noted that these packets are detected only when the packets are sent directly to the IDPS host (IPv6 destination address = IPv6 address of the IDPS) AND the corresponding port is open; but who runs its IDPS with http, smb, ftp, dns, etc ports open?

Finally, this technique will still be effective even if RFC 7112 (Gont, Manral, and Bonica, 2014) is implemented.

**After Enabling pre-processor decoder.rules**

Then, we tried to customise the pre-processor and decoder alerts, which, for some reason, are disabled by default, by making the following changes to the snort.conf file:

- Uncommenting line: include $PREPROC_RULE_PATH/decoder.rules
- Commenting out line: #config disable_decode_alerts

After these changes, the following warning is triggered:

```
```

**Figure 13**: Evading Snort without alerts or any kind of errors.

Despite using 9 Destination Options headers, you can use instead 8 Dest Opt and 1 Frag Ext Hdr, or, 1 Hop-by-Hop, 1 Routing Header, 1 Dest Opt Header, 1 Fragment Header, 5 Dest Opt headers, etc.

It should be noted that these packets are detected only when the packets are sent directly to the IDPS host (IPv6 destination address = IPv6 address of the IDPS) AND the corresponding port is open; but who runs its IDPS with http, smb, ftp, dns, etc ports open?

Finally, this technique will still be effective even if RFC 7112 (Gont, Manral, and Bonica, 2014) is implemented.

**After Enabling pre-processor decoder.rules**

Then, we tried to customise the pre-processor and decoder alerts, which, for some reason, are disabled by default, by making the following changes to the snort.conf file:

- Uncommenting line: include $PREPROC_RULE_PATH/decoder.rules
- Commenting out line: #config disable_decode_alerts

After these changes, the following warning is triggered:

```
```
After checking out, we found out that this preproc rule triggers a warning when nine or more Extension headers are used. Although this rule seems to be effective against the tested case, we believe that this approach is not the best one, for the following reasons:

1. The "attack" itself (http traffic in our tests) is still NOT detected.

2. This warning could be ignored by an analysts, especially since quite a few false "alarms" (warnings) are generated by the preproc/decoder.rules. To name a few:

   a) alert ( msg:"DECODE_ICMP6_TYPE_OTHER"; sid:431; gid:116; rev:1; metadata:rule-type decode; classtype:misc-activity; ) - when simple TCP over IPv6 traffic is sent.

   b) alert ( msg:"DECODE_IPV6_BAD_FRAG_PKT"; sid:458; gid:116; rev:1; metadata:rule-type decode; classtype:protocol-command-decode; ) - when atomic fragments are sent. Atomic fragments are fully legitimate packets (RFC 6946, & Section 5 of RFC 2460).

   c) alert ( msg:"DECODE_IPV6_DSTOPTS_WITH_ROUTING"; sid:292; gid:116; rev:1; metadata:rule-type decode; classtype:protocol-command-decode; ) - according to RFC 2460 this is a legitimate usage of IPv6 Destination Options header in combination with Routing header (section 4.1, note 1).

   d) alert ( msg:"DECODE_IPV6_UNORDERED_EXTENSIONS"; sid:296; gid:116; rev:1; metadata:rule-type decode; classtype:protocol-command-decode; ) - when an IPv6 Destination Options header follows an IPv6 Fragment Extension header, which is also considered to be a legitimate usage by RFC 2460 (section 4.1, note 3).

3. Most important of all, from an RFCs perspective, there can be fully legitimate packets that include nine or more IPv6 Extension Headers, because:

   a) There have been defined already nine IPv6 Extension headers, the one of which (Destination Options header) can be used twice, while may be more will come in the future:

      0        IPv6 Hop-by-Hop Option              [RFC2460]
      43       Routing Header for IPv6            [RFC2460][RFC5095]
      44       Fragment Header for IPv6           [RFC2460]
      50       Encapsulating Security Payload     [RFC4303]
      51       Authentication Header              [RFC4302]
      60       Destination Options for IPv6       [RFC2460]
      135      Mobility Header                    [RFC6275]
      139      Host Identity Protocol             [RFC5201]
      140      Shim6 Protocol                      [RFC5533]

   b) To make matter worse, according to RFC 2460 the upper-layer can also be an IPv6 main header. In this case (section 4.1 RFC 2460):

      "If the upper-layer header is another IPv6 header (in the case of IPv6 being tunneled over or encapsulated in IPv6), it may be followed by its _own_ extension headers". Thus, in such a case the number of IPv6 Extension headers will increase significantly.
If someone argues that in the real world it will be very rare, if not impossible, to see so many IPv6 Extension headers in an IPv6 datagram, we would definitely agree with him/her. So, yes, from a functionality perspective, preproc/decoder.rules 116:456 can be effective, at least for the time being.

However, we believe that for the aforementioned reasons, the usage of preproc decoder.rules and specifically the rule 116:456 is not the best approach to handle this attack. Snort, as well as any other IDPS that supports IPv6 should correctly decode and identify “malicious” traffic and should not be based on simplistic rules the usage of which may be controversial.

**Evading Snort Despite of the [116:456] decoder.rules**

The approach of the 116:456 decoder rule is not the appropriate one, as explained above. The best proof of our this statement is the fact that there is a way to bypass this rule and hence, evade latest Snort. To do so, the IPv6 header chain consists of:

a. An unfragmentable part, which consists of a Hop-by-Hop header, a Type 3 Routing header and a Destination Options header.

b. A fragmentable part, which consists of a Destination Options header, the layer-4 header and its payload.

c. The fragmentable part is split in two fragments.

### 5.2.4 Evading Suricata again, again and again!

**Evading Suricata version 2.0.1**

Initially the situation seemed to be rather more difficult. Suricata uses several rules that detect duplicated IPv6 Extension headers, as well as IPv6 Destination Options Only Padding. An example of these specific Suricata alerts is displayed below:

```
```

However, after several tests we found out that Suricata version 2.0.1 can be evaded. This is the case when:

- An IPv6 Destination Option header is used as part of the fragmentable portion of the IPv6 datagram.
- The IPv6 Destinations Option header is padded with six (6) octets of bytes (at least).
- The IPv6 datagram is fragmented in at least 7 fragments, which are sent mis-ordered.

The corresponding traffic is displayed at figure 14.
Figure 14: The packets used to evade Suricata as captured by Wireshark running at the sender

So, once more, by combining IPv6 Extension headers and fragmentation in an “unusual” (but not necessarily a non-legitimate) way, yet another popular IDPS can be evaded. In this case though, the layer-4 header has to be in a fragment other than the first in order the technique to be effective. Hence, when finally RFC 7112 (Gont, Manral, and Bonica, 2014) will be implemented, these fragments will not be considered to be legitimate and so, they should/may be dropped.

It should be noted that not all Operating Systems respond to such packets. However, the following ones happily respond to them:

- Centos 6.5
- Windows 2012R2
- OpenBSD 5.5
- Windows 8.1
- Windows 7, Service Pack 1

On the contrary, Fedora 20 and FreeBSD 10 do not respond to such packets.

The aforementioned vulnerability was reported promptly to the Suricata developers’ team and it was patched really fast in the new release, version 2.0.2 (http://suricata-ids.org/2014/06/25/suricata-2-0-2-available/).

Evading Suricata Version 2.0.2

The combinations that can be achieved by varying the IPv6 Extension Headers, especially when combined with fragmentation, are almost endless. After we updated Suricata with the aforementioned patch, we found out that this can be evaded using the following three different ways of attacks:

A) Fragmentation and Extension headers in both the fragmentable and the unfragmentable part.

In this case we use the following combination:
- An IPv6 Hop-by-Hop Option header with the "RouterAlert" option in the unfragmentable part is used.

- An IPv6 Destination Option header is part of the fragmentable piece of the IPv6 datagram.

- The IPv6 Destinations Option header is padded with six (6) octets of bytes (at least).

- The IPv6 datagram is fragmented in 2 fragments.

The aforementioned problem is not related with the specific IPv6 Extension Headers, but other Extension Headers can also be used.

B) Abusing the delay between two consecutive fragments (when preciseness does matter)

In this case, we have the following combination

- An IPv6 packet (with or without Ext. header) that is fragmented in two parts

- The fragments are sent with a delay of ~59.8sec (so it will be reassembled by the target)

C) Using unknown/not supported extension headers

Now, let's exploit not supported or unknown Extension headers. In this case, we must have

- An IPv6 packet with a unknown Extension header (e.g. next Header value 200) is sent

- OR a new Extension header, not supported yet by Suricata (e.g. value 140 (Shim6))

- OR in combination with other Extension headers

Note: This last case in order to be exploitable, the final target must implement the unknown to Suricata Extension header.

The aforementioned issues were fixed in Suricata version 2.0.3 ([http://suricata-ids.org/2014/08/08/suricata-2-0-3-available/](http://suricata-ids.org/2014/08/08/suricata-2-0-3-available/))

**Evading Suricata 2.0.3**

It seemed though that the problems for Suricata do not end here. Unfortunately, the first attack of the previous sub-section is still effective against this latest version, as long as you use different IPv6 Extension headers. For instance, we can replace the Hop-by-Hop Extension Header with a Routing Header type 0. So, the following combinations can still evade Suricata version 2.0.3:

**Case 1:**

- An IPv6 Routing Header Type 0 in the unfragmentable part is used.

- AND a IPv6 Destination Option header is part of the fragmentable piece of the IPv6 datagram.

- AND The IPv6 Destinations Option header is padded with six (6) octets of bytes (at least).

- AND The IPv6 datagram is fragmented in 2 fragments.

**Case 2:**

- An IPv6 Hop-by-Hop Option Header and Routing Header Type 0 in the unfragmentable part is used
- AND a IPv6 Destination Option header is part of the fragmentable piece of the IPv6 datagram.
- AND The IPv6 datagram is fragmented in 2 fragments.

**Case 3:**

- An IPv6 Destination Option Header and Routing Header Type 0 in the unfragmentable part is used.
- AND a IPv6 Destination Option header is part of the fragmentable piece of the IPv6 datagram.
- AND The IPv6 datagram is fragmented in 2 fragments.

**Case 4:**

- An IPv6 Hop-by-Hop, Destination Option Header and Routing Header Type 0 in the unfragmentable part is used
- AND a IPv6 Destination Option header is part of the fragmentable piece of the IPv6 datagram.
- AND The IPv6 datagram is fragmented in 2 fragments.

As usually, the issues were reported to the development team of Suricata.

### 5.2.5 Evading Sourcefire

Since Sourcefire is based on Snort, all the issues mentioned in subsection 5.2.3 are also valid for Sourcefire. By checking Sourcefire, we can easily find out the exact version of Snort on which it is based on:
As we can see, the tested Sourcefire, Model 3D7020 (63) Version 5.2.0.3 (Build 48) is based on Snort 2.9.6 (Build 57) – while the latest Snort version currently is Snort 2.9.6.2 GRE (build 77).

However, we also found out that even after enabling the Preproc decoder Rules and specifically, the GID 116 family and making sure that the rules with SID 458 (IPV6_BAD_FRAG_PKT), 272 and 273 are enabled, Sourcefire can be evaded by using the following arbitrary IPv6 header chain:

a. The unfragmentable part consists of three (3) Destination Option headers

b. The fragmentable part consists of two (2) Destination Option headers plus the layer 4 header.

c. The aforementioned datagram is split in two fragments.

The following figure displays the aforementioned attack:
We should note that when we enable rule with SID:296 an alert is triggered ("DECODE_IPV6_UNORDERED_EXTENSIONS" - tested only in latest Snort) but there is no alert about ICMPv6 Echo Request (our “attack” itself). The problem with this rule though is that it also triggers alerts when fully legitimate and RFC compliant packets with IPv6 Extension headers are used (false positives). Hence, there is a doubt whether this would be useful to a real working environment since it can rather confuse the intrusion analysts with the produced false alarms.

So, a realistic and effective way of detecting any kind of attacks when specific arbitrary IPv6 header chains are used seems not to be available at the moment even in the case of Sourcefire.

5.3 Firewalls

The question that arises after the previous tests/results is whether this attack can also affect several other security devices, like IPv6 firewalls. To this end, several commercial firewalls were also checked regarding the aforementioned issue. These firewalls are the following:

- Cisco ASA 5505 running firmware 9.1(4)
- Checkpoint Gaia Release 77.10 running on commodity hardware
- Juniper SRX 100H2 running JunOS 12.1X46-DH.2
- Fortinet Fortigate 200B running v5.0, build0252 (GA Patch 5)

The key difference between the firewalls and IDPS devices is the following:

Firewalls are usually used having a “Default Deny” rule and specifically whitelisting the permitted traffic. So, you have to “twist” malicious traffic to resemble a legitimate one in order to bypass them. Even if you manage to do so, this will probably result in the discard of the packet by the final target too. On the contrary, IDPS devises permit the traffic by default (kind of “Default Allow”) and block the traffic that matches a specific signature (blacklisting malicious traffic). So, you just have to break a signature in order to evade them, which is definitely much easier to do, as it has already been shown.
This, of course, does not mean that IPv6 firewalls, or at least some of them, do not suffer by the same issues like the ones described above. It “just” has to be combined with other, more sophisticated combinations in order to be effective. The authors, as part of their research at IPv6, are currently investigating several such cases trying to find out whether IPv6 firewalls can be affected too, a case which would be definitely much more disastrous.

6 Proposed Mitigation Techniques

After describing and analysing the attacks in detail, let's try to find a way to defend against it, starting from the most long-term ones.

First of all, RFCs should strictly define the exact legitimate usage and should explicitly recommend that the nodes should discard any non-legitimate packets. “Loose” specifications result in ambiguities and so, they introduce potential attack vectors. Functionality and flexibility is definitely a good thing, but security is non-negotiable.

Moreover, vendors should definitely make fully-compliant products and test them thoroughly before claiming IPv6-readiness. Offering IPv6 connectivity and some IPv6 features should not be the criterion to claim that they make IPv6 compliant product. Research has shown up to know that several security issues still remain and a lot of work needs to be done towards this direction too.

Furthermore, up to the moment that the design of IPv6 will not suffer from any flaws, and the time that vendors will check their products more thoroughly, what can we do as “simple” users to protect ourselves in the IPv6 era? A “quick-and-dirty” approach: You should configure your devices to drop IPv6 Extension headers not used in your environment like Destination Options one, Hop-by-hop, etc. and/or fragmentation. This approach is definitely not the best. We should not drop functionality, this should not be the solution. This is why such a measure should be considered just as a temporary one.

However, still the most important required issue is the so called IPv6 Security awareness. Meet the protocol, play with it, test it in your lab and in your environment, study thoroughly potential configurations and finally, use it. You will have to to do it, sooner or later. The earlier you will be familiarised with it, the better.

7 Conclusions and Future Work

In this paper, four different techniques were presented which exploit minor issues in the design of the IPv6 protocol in order to circumvent IDPS security devices. Real-world tests and results from high-end commercial devices and open-source solutions were presented and the problems were analysed. Similar potential security implications to other devices, like firewalls, were also discussed. The results of this paper demonstrated, once more, that much more testing of the IPv6 implementation is required; but definitely, this does not mean that its deployment should be postponed. Instead, we should “dive” into it and try to increase our “IPv6 security awareness”. By better knowing it, we will be able to configure our IPv6 networks and our hosts properly and finally, to protect them.

A lot of research is currently ongoing by the authors of this paper and their team. Still, several issues have to be investigated. More security high-end devices are being tested continuously
(depending on their availability) and even more are going to follow. Finally, we are also in the process of expanding our research to evaluate the IPv6 Capabilities of Main IPAM Systems with a particular focus on auditing/forensics capabilities, a huge desideratum in the enterprise space.
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Appendix A: Introduction into Chiron

Chiron is an all-in-one IPv6 Attacking Framework, written in Python and based on Scapy. It is comprised of the following modules:

- IPv6 Scanner
- IPv6 Link Local Messages Creation Tool
- IPv4-to-IPv6 Proxy

All the above modules are supported by a common library that allows the creation of completely arbitrary IPv6 header chains, fragmented or not.

The suggested host OS is Linux (*BSD can also work).

Chiron is a mutli-threaded tool. It incorporates its own IPv6 sniffer and it doesn't use the OS stack to send its packets.

The main advantage of the tool is that it can be used to easily craft arbitrary IPv6 header chains by using various types of IPv6 Extension Headers and/or fragmentation. This capability can be used:

- To evade IDS/IPS devices, firewalls, or other security devices.
- To fuzz IPv6-capable devices regarding the handling of IPv6 Extension Headers.

To run the IPv6 Scanner, you need Scapy, and of course, Python. Optionally, install the following python libraries:

- python-crypto
- PyX
- gnuplot-py

You can get the latest scapy code from [http://bb.secdev.org/scapy](http://bb.secdev.org/scapy)

However, in order to use ALL the features of Chiron (including MLDv2 and IPv6 Fake Headers), you need to use a patched version of Scapy, provided bundled with Chiron.

Then, build and install scapy:

$python setup.py build

#python setup.py install

All the tools are located into the ./bin directory:

- chiron_scanner.py A network scanner
- chiron_combinations.py For generating IPv6 suffixes by combining several words – useful for “smart” scanning
- chiron_local_link.py For generating arbitrary Neighbor Discovery Messages
- chiron_proxy.py An IPv4-to-IPv6 proxy
The libraries are located into the ./lib directory (but you don't need to access them directly).

To run this program:

- You must run the IPv6 Scanner as root.
- You must define at least the interface to use.
- To use some of the advanced features, you need the patched version of Scapy.
- IMPORTANT: While running (at least the advanced techniques of) Chiron, please make sure not to run any other IPv6 activities (e.g. web browsing using IPv6). Otherwise, the incorporated sniffer may catch the traffic and jeopardise the results.

If, at any time, you need help, please use the --help switch in each module for more information.

You can download the latest version of Chiron from http://www.secfu.net/tools-scripts/.
Appendix B: Reproducing the Results Using Chiron

In the following examples, it is assumed that the network interface of your host machine is eth0 and that the IPv6 address of the target is d 2001:db8:1:1::1

Moreover, we also assume that our exploit is either an ICMPv6 Echo Request (that is, our goal is to send such a message and get a response without being detected), or a SYN TCP packet to port 80 of the target. The corresponding rules have been enabled to detect such traffic.

Tipping Point

1. First case: Evading TOS Tipping Point, Package 3.6.1.4036 by using two fragments and wrong next header values.

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sS -p 80 -lFE 60 -nf 2 -l4_data "AAAAAAAABBBBBBBCCCCCCCCDDDDDDDDEEEE" -11 7,1 -lm 1,0 -lo 0,7 -lnh 60,6
```

2. Second case: Evading TOS version 3.6.2.4109 and TOS version 3.7.0.4228 and Digital Vaccine 3.2.0.8560 by repeating the second fragment

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sS -p 80 -lFE 60 -nf 3 -l4_data "AAAAAAAABBBBBBBCCCCCCCCDDDDDDDDEEEE" -11 7,1,1 -lm 1,0,0 -lo 0,7,7 -lnh 60,60,6
```

or,

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sS -p 80 -lFE 60 -nf 3 -l4_data "AAAAAAAABBBBBBBCCCCCCCCDDDDDDDDEEEE" -11 7,1,1 -lm 1,0,0 -lo 0,7,7 -lnh 60,6,6
```

Snort

1. First case: Sending nine Fragment Extension headers in an atomic fragment

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 9x44
```

2. Second case: Sending nine various IPv6 Extension headers in an atomic fragment

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 0,60,43,44,5x60
```

3. Third case: Using four Extension Headers, three in the unfragmentable and one in the fragmentable part, plus layer 4 and its payload, and split it in two fragments

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 0,43'(type=3)',60
-lFE 60 -nf 2 -l4_data "AAAAAAAA"
```

Suricata

1. First Case: Version 2.0.1: Fragment an IPv6 Extension header and send the fragments mis-ordered.

```
./chiron_scanner.py vboxnet0 -iL /root/IPv6_targets.txt -sS -p 80,22,445
-l4_data "AAAAAAAA" -lFE 60 -seh 2 -nf 5 -lnh 60,60,60,60,60,60,60,60,60,60,60,60,60,60,60
-lo 5,1,2,3,4,0 -11 1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1
```

2. Second case, Version 2.0.2:
A) Fragmentation and Extension headers in both the fragmentable and the unfragmentable part.

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 0'(options=RouterAlert)' -lfE 60 -l4_data "AAAAABBBB" -nf 2
```

B) Abusing the delay between two consecutive fragments

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -l4_data "AABBCCDD" -nf 2 -delay 59.8
```

C) Using unknown/not supported extension headers

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 200
```

3. Third case, Version 2.0.3:

A) Using a Type-0 Routing header and a fragmented Destination Options header.

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 43 -lfE 60 -l4_data "AAAAABBBB" -nf 2
```

B) Using a Hop-by-Hop Extension header, a Type-0 Routing header and a fragmented Destination Options header.

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 0,43 -lfE 60 -l4_data "AAAAABBBB" -nf 2
```

The rest examples of evading Suricata version 2.0.3 can be used as a ...homework :)

Sourcefire

1. Using multiple IPv6 Extension headers and fragmented the IPv6 Extension header chain unevenly.

```
./chiron_scanner.py eth0 -d 2001:db8:1:1::1 -sn -luE 3x60 -lfE 2x60 -nf 2
```